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Car automation promises to free our hands 
from the steering wheel but might demand 
more from our minds. 

BY STEPHEN M. CASNER, EDWIN L. HUTCHINS, AND DON NORMAN 

AUTONOMOUS CARS PROMISE  to give us back the time 
we spend in traffic, improve the flow of traffic, reduce 
accidents, deaths, and injuries, and make personal car 
travel possible for everyone regardless of their abilities 
or condition. But despite impressive demonstrations 
and technical advances, many obstacles remain on 
the road to fully autonomous cars.20 Overcoming the 
challenges to enabling autonomous cars to safely 
operate in highly complex driving situations may take 
some time. 

Manufacturers already produce partially automated 
cars, and a spirited competition to deliver the most 
sophisticated ones is under way. Cars that provide high 
levels of automation in some circumstances (such as 

highway driving) have already arrived 
in the marketplace and promise to be 
in the hands of a large number of car 
owners in the next few years. 

What does increasing automation 
require of drivers? The role of the driv-
er in the extreme cases of fully manual 

The 
Challenges  
of Partially 
Automated 
Driving 

 key insights
˽˽ Driving a car is becoming a task shared 

between humans and technology, but are 
humans ready to just push a button and 
let the computers do the driving? 

˽˽ Human-computer interaction issues 
abound when car automation systems 
attempt to give drivers advice or assume 
control of the vehicle. 

˽˽ Even as some drivers are attentive  
behind the wheel and others lured deeper 
into distraction, all must be ready to take 
control when automation encounters 
corner cases. 
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or fully autonomous driving is clear. In 
manual cars, people drive, and in fully 
autonomous cars they do not drive. But 
what is the role of a driver in a partially 
automated car in which some of the 
driver’s responsibilities are replaced 
by computers, some of the time? Par-
tial automation makes us part driver 
and part passenger, having to deal 
with the familiar problem of work-
ing together with computing systems. 
Even though totally autonomous driv-
ing will arrive someday, the transition 
will be difficult, especially during the 
period when the automation is both 
incomplete and imperfect, requiring 
the human driver to maintain over-
sight and sometimes intervene and 
take closer control.28 

Here, we review two kinds of emerg-
ing car automation systems and 

discuss the challenges drivers will 
likely face when expected to work coop-
eratively with them behind the wheel. 
These automation systems range from 
those that offer informational assis-
tance to drivers to those that can as-
sume control of the vehicle for extend-
ed stretches of time—or even seize 
control of the vehicle when the driver 
wanders into unsafe situations. We 
draw on the state of the art in driving 
research, along with decades of previ-
ous work that examined the safety ef-
fects of automation as it was gradually 
introduced in the airline cockpit. We 
discuss a variety of challenges we ex-
pect to arise as automation assumes 
increasing responsibility for driving 
tasks once performed solely by hu-
mans. Some problems seem counter-
intuitive and some paradoxical, with 

few of them lending themselves to 
simple solutions. In the end we invite 
the reader to consider the evidence we 
present and decide whether drivers are 
ready to “go on autopilot” behind the 
wheel of the next generation of cars. 

Provide Advice but Leave  
the Driver in Charge 
The first kind of automobile automa-
tion to arrive does not seem quite like 
automation at all. It does not take over 
the controls of the car. Rather, it leaves 
the driver to perform the driving task 
while it gives advice. 

Navigation systems. GPS navigation 
has already automated the routine but 
labor-intensive (and often distracting) 
task of figuring out how to get from 
point A to point B. Driver reliance on 
paper maps, mental representations, 
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tion. Drivers can presumably tell the 
difference between a road and a cliff. 
It is not, alas, that easy. Studies in avia-
tion have shown automation systems 
earn our trust following periods of im-
peccable performance, sometimes to 
the point we feel that the automation 
knows best.22 Although it is tempting 
to explain away accidents as isolated 
examples of incompetent drivers, our 
experience in aviation again tells us 
different. Well-trained pilots are prone 
to the same sorts of mistakes; for in-
stance, in 1995, the crew of a Boeing 
757 flew into a mountain near Buga, 
Colombia, after following the direc-
tions given by their erroneously pro-
grammed flight-management system. 

Quality of feedback. Others have 
pointed out the amount and quality 
of feedback provided by systems like 
GPS units can make all the difference. 
Some GPS navigation units use their 
visual displays to show the vehicle is 
positioned in the center of the road but 
not where the road leads next or even 
if it is not a road at all. With limited 
information about context and sur-
roundings, it is easy for drivers to miss 
important clues when things go wrong. 
Some have proposed designing naviga-
tion systems to more closely match the 
way people naturally help each other 
find their way in a car.17 

Skill atrophy. There is good evidence 
that cognitive skills erode when not 
practiced regularly. Though we are 
aware of no long-term studies of navi-
gation-skill atrophy in drivers, Casner 
et al.9 found significant atrophy in the 
navigation skills of airline pilots fol-
lowing extended use of a computerized 
navigation system. 

Navigation systems are an excellent 
example of technology introduced to 
automate a task for which people al-
ready seemed reasonably competent. 
Yes, drivers got lost before the intro-
duction of navigational systems, but 
they seldom led to safety-critical inci-
dents. GPS navigation has introduced 
many human factors complications we 
did not anticipate. 

Driver warning systems. Some kinds 
of information-automation systems 
tell us when we are doing (or are about 
to do) something wrong. Speed-limit 
alarms can alert us when we inadver-
tently exceed a pre-set speed limit. 
Lane-departure warning systems alert 

and out-the-window scanning for navi-
gational clues is being replaced by a 
combination of moving maps, arrow 
indicators, verbal instructions, and 
head-up displays. These devices may 
seem simple and the advice they pro-
vide useful, but a closer examination 
shows they give rise to numerous prob-
lems,7 many involving safety. 

Inattention. Navigation systems must 
be programmed, and these interactions 
pull drivers’ attention away from the 
task of driving. Early research prompted 
the National Highway Traffic Safety Ad-
ministration (NHTSA) to issue guide-
lines stating any interaction with in-car 
information systems should require a 
maximum of two seconds at a time, and 
no more than 12 seconds total.40 How-
ever, 2013 research by Strayer et al.36 
found interacting with voice-controlled 
navigation systems can be just as dis-
tracting as manually operated systems. 

Navigation systems can also give 
rise to a second kind of inattention. 
When a navigation system performs 
well over extended periods, drivers 
may no longer feel they need to pay 
close attention. Indeed, many psy-
chological studies show people have 
trouble focusing their attention when 
there is little or nothing to attend to. 
In such situations, they tend to reduce 
their active involvement and simply 
obey the automation. There is already 
ample evidence drivers disengage from 
the navigation task when the automa-
tion is programmed to lead the way.26 
But how pervasive is this? Casner and 
Schooler10 found even well-trained air-
line pilots report engaging in copious 
amounts of task-unrelated thought, or 
“mind wandering,” when an advanced 
navigation system is being used and all 
is nominally going to plan. 

Brittleness. GPS navigation shows us 
how automation systems can be brit-
tle, solving most problems with ease, 
until they encounter a difficult, unusu-
al case, and then do not. Consider the 
case of one driver in England whose 
navigation system commanded a turn 
over a cliff when the database on which 
it relied mistook a footpath for a road.3 
Small database errors with large conse-
quences led one early automation hu-
man factors expert to coin the phrase 
“blunders made easy.”39 

Trust. We might ask what prompted 
this driver to follow such an instruc-

Warning systems 
can lead pilots  
and drivers alike 
into trouble when 
they fail to alert  
and also when  
they alert too much.
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us when we drift from our lane or at-
tempt to change lanes when the target 
lane is occupied by another vehicle. 
But such advisory systems are not with-
out their limitations. 

Complacency. One unintended con-
sequence of alerts and alarm systems 
is some drivers may substitute the sec-
ondary task of listening for alerts and 
alarms for the primary task of paying 
attention. Wiener38 termed this effect 
“primary-secondary task inversion,” 
pointing out the problem is common-
place among experienced airline pi-
lots. Palmer et al.29 described many 
cases in which pilots missed an as-
signed altitude when an altitude alert-
er (designed to advise pilots of an up-
coming altitude) failed to sound. It is 
easy to imagine drivers allowing them-
selves to be distracted for prolonged 
periods and relying on alert systems to 
call when trouble pops up. 

Nuisance alerts. Warning systems 
can lead pilots and drivers alike into 
trouble when they fail to alert and also 
when they alert too much. In aviation, 
alerts and alarms given in situations pi-
lots do not find alarming cause them to 
ignore the alerts.5 It is easy to imagine 
our own reactions to a system that con-
tinuously reminds us we are driving five 
miles per hour over the speed limit. A 
second problem with alerts is they can 
be startling. Although human factors 
engineers have learned to minimize 
the startle effect of unexpected sound 
by adjusting loudness, rise time, and 
other characteristics, the physiologi-
cal responses to unanticipated signals 
are difficult to avoid. Lastly, when mul-
tiple alerts sound simultaneously, the 
resulting cacophony can overload and 
confuse.13 Solutions range from trying 
to use different modalities for different 
alerts to trying to prioritize the various 
alerts, aiming to present only the most 
significant. An alternative approach 
would be to present a single holistic 
display—whether visual, auditory, or 
haptic or all three—that would present 
a single cohesive conceptual model of 
the situation. All these ideas are still at 
the research stage. 

Short timeframes. The automobile is 
far more dangerous than an airplane 
in several respects. One is the rapidity 
with which a response is required. In an 
airplane flying at cruising altitude of 10 
km–12 km, the pilots might have min-

better than one” effect, increasing the 
total amount of vigilance in a car when 
conversation is carefully managed.32,37 
These studies reiterate that drivers and 
passengers have a shared understand-
ing of the driving context and may be 
able to modulate their talking as the 
situation demands.18 

Entertainment systems are a known 
distraction. Aside from the driver at-
tention required to tune radio stations 
and select music, studies demonstrate 
listening to music takes a toll on driv-
ing performance.6 

Personal electronics devices (such 
as mobile phones) provide even more 
distraction. Why do drivers keep talk-
ing, texting, emailing, posting, and 
even video calling?24 Roy and Liersch31 
showed people who engage in such 
behaviors believe they have superior 
multitasking skills. Unfortunately, the 
evidence does not support this view. 
Multitasking is done by rapidly switch-
ing between tasks, not only taking at-
tention from driving but also adding 
a heavy mental load in reestablishing 
the context of each task as it is reen-
gaged. Interactions with devices (such 
as smartphones) can lure people into 
long excursions away from the driv-
ing task. The results can be tragic. In 
a 2009 smartphone-related fatality, a 
driver drove 84 miles per hour into the 
rear of a stopped car, with no brakes 
applied before impact.41 Revisiting the 
effect of having passengers in the car, 
a 2009 study provides evidence pas-
sengers can help limit a driver’s use of 
a personal electronics device behind 
the wheel.12 

Even without the distraction of our 
technologies, drivers’ minds inevita-
bly wander. He et al.21 and Yanko and 
Spalek42 showed the prevalence of 
mind wandering behind the wheel of a 
conventional car and its effect on driv-
ing performance. Knowing where you 
are going only seems to make the prob-
lem worse.43 

Level 1 (function-specific automa-
tion). NHTSA’s Level 1 refers to cars 
that use automation to operate a single 
control. Many modern cars incorpo-
rate automated safety systems (such 
as anti-lock braking, brake assist, elec-
tronic stability control, and electronic 
traction control), but these systems 
operate only when needed and that op-
eration is largely invisible to the driver. 

utes in which to respond. In a car, the 
available time can sometimes amount 
to a fraction of a second. Drivers must 
construct an understanding of the situ-
ation, decide how to respond, and do it 
successfully in short order. Laboratory 
studies of driver reactions to rear-end-
collision alerts show the effectiveness 
of these alerts falls off quickly when 
alert times are short.25,44 

Summary. Although it sounds sim-
ple enough, the idea of drivers “being 
informed” by automated systems is 
not straightforward. On the one hand, 
systems must keep drivers informed of 
the driving conditions, including the 
state of the automobile, the road, and 
other cars. On the other, too much in-
formation can lead to distraction and a 
failure to attend to any of it. 

Assume Control of the Vehicle 
A second kind of automation can di-
rectly control all or part of an automo-
bile. The arrival of such automation 
represents a steady progression from 
the totally manual cars we have today 
to fully automated cars tomorrow. To 
provide a regulatory framework for 
the development and deployment of 
automation that can operate a car’s 
controls, NHTSA formalized levels to 
describe the degree of automation. 
Level 0 is a totally manual car. Level 4 
is a fully self-driving car that requires 
nothing from its occupants, or even 
that any occupants be present. We de-
scribe these levels, along with the hu-
man factors complications known to 
be associated with increasing automa-
tion of this type. 

Level 0 (the manual car). The Level 0 
car is entirely manual. Why discuss cars 
with no automation? Because the im-
proved stability of modern cars and the 
smoothness of paved roads already al-
low drivers to take their eyes off the road 
and their hands off the steering wheel, 
giving us a preview of a first problem 
with vehicle-control automation. 

Inattention. Level 0 cars already re-
duce driving to a remarkably mundane 
task, sometimes requiring little atten-
tion from the driver and luring the driv-
er into distraction. 

The original behind-the-wheel diver-
sion was talking with passengers. Some 
studies conclude in-car conversations 
can interfere with driving.4,14 Yet other 
studies demonstrate a “two heads are 



74    COMMUNICATIONS OF THE ACM    |   MAY 2016  |   VOL.  59  |   NO.  5

contributed articles

tion, even when they themselves set up 
the state. They rely on their memory of 
having pushed a button and habitually 
ignore system-status displays that tell 
the real story.34 Incidents in which pi-
lots pressed a button to engage a speed-
control function only to later see their 
speed increase or decrease unexpect-
edly are commonplace. Pilots some-
times erroneously assume automation 
functions are available for use when 
they are not. Automation functions 
sometimes quietly turn themselves off 
for no apparent reason. Though flight 
instructors try to teach pilots to assess 
the system state by looking at the big 
picture, problems still abound. 

But Level 2 automation can be used 
in another way—offer assistance dur-
ing manual driving when the driver 
wanders into dangerous situations. 
We have discussed the limitations of 
warning systems that provide hints to 
the driver about what to do next. Rather 
than giving advice, Level 2 automation 
can be used to simply take control of a 
vehicle in dire situations. Which is bet-
ter: give advice or simply take control? 
Itoh and Inagaki23 compared advice-
giving and takeover approaches dur-
ing inadvertent lane departures and 
found the takeover approach resulted 
in greater overall safety. NHTSA27 es-
timated electronic stability control 
systems saved 1,144 lives in the U.S. in 
2012 alone. These systems monitor the 
position of the steering wheel and the 
actual direction of travel of the vehicle. 
When the system senses a discrepancy 
between the two—or loss of steering 
control—it automatically applies dif-
ferential braking to all four wheels to 
counter skidding conditions. 

Perhaps the most compelling argu-
ment in favor of driver takeover systems 
comes up when we acknowledge more 
than half of all fatal accidents in 2009 
in the U.S. happened in the presence 
of aggressive or angry driving.1 Imag-
ine the life-saving potential of a system 
that blocks a driver’s reckless attempt 
to step on the gas, use the shoulder of 
the road, or come dangerously close to 
another vehicle in an attempt to pass it. 

Though these examples make a solid 
case for “automation knows best,” we 
have also seen many examples in avia-
tion in which pilots fought automation 
for control of an aircraft. In 1988, dur-
ing an air show in Habsheim, France, 

For example, electronic traction con-
trol brakes the wheels individually and 
transfers more torque to wheels with 
traction; this allows a driver to pull 
away and accelerate on slippery surfac-
es. Braking drive wheels individually is 
not something a driver could do. These 
automated systems operate in the con-
trol loop together with the driver, aug-
menting the control functions. 

A cruise-control system that main-
tains a target speed is another example 
of function-specific automation. It is 
technologically simpler than driving 
safety systems but from a human fac-
tors perspective is much more com-
plex. It requires explicit activation and 
deactivation by the driver and on the 
open road frees the driver from having 
to attend to vehicle speed. Cruise con-
trol automates the feedback loop that 
controls speed. This creates the possi-
bility of the driver mentally drifting out 
of the feedback loop.35 

The tiring task of doing a little less. 
Dufour15 showed relieving drivers 
of even one aspect of the driving task 
results in reports of increased driver 
drowsiness and reduced vigilance 
when driving on open stretches of 
road. But the effects do not stop there. 
Dufour also showed drivers take more 
time to respond to sudden events when 
they use cruise control. The message is 
clear. If you take drivers out of the role 
of active control, it is difficult to get 
them back in when they are needed. 

One solution to the problems in-
troduced by today’s cruise-control sys-
tems is to add more automation. Avia-
tion human factors expert Earl Wiener 
termed this the “one more computer” 
solution. What will be the effect of add-
ing yet another computer to address 
the problems of driver inattention? 
Our experience with automation in 
other domains tells us that rising lev-
els of automation will lead to declining 
levels of awareness.9,16 Unfortunately, 
adding computers to the mix is pre-
cisely what is being done. This brings 
us to Level 2 automation. 

Level 2 (combined function auto-
mation). NHTSA’s Level 2 refers to 
cars that use automation to control 
two or more functions of the driving 
task at once. A key feature of Level 2 
automation is it is generally capable 
of fully controlling the vehicle for lim-
ited periods in restricted situations 

(such as following another car during 
uneventful freeway cruising or during 
traffic jams). Most automated systems 
at Level 2 and above assume control 
loops that operate without driver in-
volvement. Two examples of Level 2 
automation are the highway pilot and 
the traffic jam pilot systems being mar-
keted today. They combine an adap-
tive cruise control system capable of 
adjusting the target cruise speed when 
a car ahead slows down or speeds up, 
along with an automatic lane-keeping 
system that maintains the vehicle with-
in a chosen lane. The initial release of 
these systems gave drivers hands-free 
following and lane keeping for up to 10 
to 15 seconds, but today’s systems can 
keep a car driving without attention for 
tens of minutes. 

NHTSA Level 2 assumes the human 
driver will continue to closely monitor 
the automation as it follows the car 
ahead. Manufacturers differ in their 
requirements for drivers to keep their 
hands on the steering wheel. Some 
simply require driver hands to be near 
the steering wheel in the case a driver 
takeover is required on short notice. 

Inattention (again). Level 2 automa-
tion could invite drivers to take their 
attention away from the driving task 
for longer stretches of time. If we con-
sider the temptation of handheld de-
vices that are already in use in manual 
cars today, it is not difficult to imagine 
where this might lead. As automation 
becomes more able and reliable, driv-
ers will inevitably do things other than 
pay attention to driving. They may let 
their minds wander or even read or 
take a nap. Distracted drivers today 
periodically glance up from their hand-
held devices. Will they continue to 
glance up with the same frequency as 
cars provide more sophisticated auto-
mation? Driving researchers are study-
ing these situations, and the results are 
not encouraging.8 

More about feedback. The problem 
of reengaging drivers to assume active 
control of the vehicle is quite complex 
with Level 2 automation. The driver 
must be able to determine, at any mo-
ment, what driving functions are being 
handled by the automation and what 
functions remain the responsibility 
of the driver. Eye-tracking studies of 
airline pilots reveal they persistently 
misremember the state of the automa-
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in which an Airbus A320 aircraft was 
being demonstrated, the automation 
placed itself in landing configuration 
when the crew did a flyby of the crowd. 
Knowing there was no runway there, 
the flight crew attempted to climb. 
Automation and flight crew fought for 
control, and the autoflight system even-
tually flew the airplane into the trees. 
In this case, the flight crew knew best 
but its inputs were overridden by an au-
tomated system. Now imagine a case in 
which the GPS suggested a turn into a 
road that has just experienced a ma-
jor catastrophe, perhaps with a large, 
deep hole in what would ordinarily be a 
perfectly flat roadway. Now imagine an 
automated car that forces the driver to 
follow the instruction. In such cases we 
want the person or thing that is indeed 
right to win the argument, but as hu-
man and machine are both sometimes 
fallible, these conflicts are not always 
easy to resolve. 

How do we address the problems as-
sociated with Level 2 automation? One 
solution is to largely eliminate the need 
for attention and understanding from 
drivers by adding even more automa-
tion, bringing us to Level 3 automation. 

Level 3 (limited self-driving automa-
tion). NHTSA’s Level 3 refers to cars 
that use automation to control all as-
pects of the driving task for extended 
periods. Level 3 automation does not 
require the driver’s constant attention, 
only that the automation provides driv-
ers a comfortable transition time when 
human intervention is needed. When 
drivers are needed, the system relies on 
what is called “conditional driver take-
over” in which drivers are summoned 
and asked to intervene. 

Rapid onboarding. One challenge for 
designers is that people have great dif-
ficulty reestablishing the driving con-
text, or as psychologists call it “rapid 
onboarding.” To make matters worse, 
automation often fails when it en-
counters unexpected problems, leav-
ing the driver with only a short time to 
respond. Driving researchers have be-
gun to show drivers’ onboarding times 
grow quickly when high levels of auto-
mation are combined with complex 
situations.19 Worse, studies of airline 
pilots responding to such unexpected 
events inspire little confidence.11 

Manual skill atrophy. Prolonged use 
of automation leads to deterioration of 

skills. Airline pilots who use high lev-
els of automation in an airline cockpit 
continually complain about it. Casner 
et al.9 found cognitive skills (such as 
navigating and troubleshooting) were 
quick to deteriorate in the absence of 
practice. Fortunately, they also found 
“hands on” skills are remarkably re-
sistant to forgetting. Although this 
sounds encouraging, cognitive skills 
are needed first to determine what 
manual operations are required. 

Increasing complexity. Automation 
systems grow to be quite complex and, 
as a result, difficult to understand, es-
pecially by untrained drivers. Even in 
aviation, where pilots are well trained, 
automation systems are complex 
enough to leave them, not with defini-
tive knowledge about how the systems 
work, but rather working theories that 
evolve over time. Pilots and research-
ers alike talk of “automation sur-
prises” in which the automation does 
something unexpected, leaving the 
flight crew having to sort it out.33 The 
National Transportation Safety Board 
ruled a contributing factor in the July 
6, 2013 Asiana Airlines Flight 214 
crash at San Francisco International 
Airport was a complex user interface 
to the airplane’s autoflight system that 
was insufficiently understood and per-
haps overly trusted by the flight crew. 

The complexity issue is likely to 
grow. Modern sensor technology 
makes it possible for vehicles to com-
municate with each other and negoti-
ate joint maneuvers involving several 
vehicles (such as multi-vehicle colli-
sion avoidance). Drivers will be unable 
to monitor these communications, in 
part because they occur frequently, at 
high speed. Almost anything a driver 
does in such situations is likely to de-
grade the automatically computed so-
lution. This is fertile ground for what 
Perrow30 called “systems-level” or “nor-
mal” accidents, where accidents are 
not caused by the actions of an individ-
ual but emerge from the behavior of an 
entire system. 

One of the most daunting chal-
lenges will happen when we reach the 
crossover point where automation sys-
tems are not yet robust and reliable 
enough to operate without humans 
standing by to take over but yet are too 
complex for people to comprehend 
and intervene in a meaningful way. 

Tomorrow, we will 
have accidents that 
result when drivers 
are caught even 
more unaware. 
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nounced and unexpected circumstanc-
es, usually with little time to react. Our 
experience in aviation tells us this tran-
sition will not go smoothly for a cadre 
of cursorily trained drivers in an envi-
ronment in which milliseconds might 
mean the difference between life and 
death. Drivers will expect their cars’ 
automation systems to function as 
advertised, and the systems will do so 
most of the time. And with automation 
in charge, drivers will learn they can at-
tend more and more to non-driving ac-
tivities. They will grow to trust the auto-
mation to take care of them while they 
do other things. They will count on au-
tomated warnings to alert them when 
their attention is needed. When the 
unexpected happens and driver atten-
tion is needed with little or no warning, 
a new kind of accident may emerge, in 
significant numbers. Today, we have 
accidents that result when drivers are 
caught unaware. Tomorrow, we will 
have accidents that result when drivers 
are caught even more unaware. We can 
only echo a plea that is being made to 
drivers today: Set personal electronic 
devices aside, resist any temptation 
to become distracted, and remain fo-
cused on the road. 

We should also look to the acci-
dent record we have today and won-
der if, despite such problems, partial 
automation may not make a corre-
sponding reduction in existing types 
of accidents. We could see dramatic 
safety enhancements from automated 
systems that share the control loop 
with the driver (such as brake-assist 
systems and lane-keeping assistance) 
and especially from systems that take 
control from the hands of aggres-
sive, distracted, or intoxicated driv-
ers. It is entirely possible that reduc-
tions in these categories of accidents 
could match or even outnumber any 
increase in accidents caused by other 
unexpected problems with automa-
tion. We expect the most serious prob-
lems to arise in systems that take the 
driver out of the loop, yet these are the 
very systems drivers want, precisely 
because they free the driver to do 
something other than drive. 

Car designers. We learned in avia-
tion that interface design indeed has 
a significant influence on the safety 
outcomes of automated systems. Driv-
ers will need controls and displays that 

Automation that operates the con-
trols of a vehicle could magnify the 
problem of maintaining driver atten-
tion, along with the consequences of 
lapses in driver attention. When driv-
ers are unexpectedly asked to reas-
sume control of the car, they are likely 
to struggle to get back “in the loop” to 
assess the situation and be able to re-
spond in time. Some of these struggles 
arise from having to gather the details 
of the vehicle’s situation, while others 
arise from the complexity of the auto-
mation itself—when the details of how 
the automation works might elude the 
driver’s understanding. 

Level 4 (full automation). At Level 4, 
the car is completely automatic. Once 
Level 4 has been achieved and fully ac-
cepted by the driving public, we expect 
cars will simply become transportation 
pods, without any manual controls at 
all except as a means of instructing the 
vehicle about the desired destination 
and giving instructions about the drive 
itself, much as one instructs a chauffer-
driven car today. There will be no need 
for steering wheel or brake, though 
there might always be an emergency 
stop button. Fully automated cars will 
be just that. There will be no role for 
drivers, and no need for driving tests, 
age limits, and concern about sobriety 
or distraction. 

Conclusion 
A steady march toward the automated 
car is clearly under way. The NHTSA 
levels reflect the belief that automat-
ed systems will progressively assume 
more and more driving tasks until all 
are done by automation and none are 
left in the hands of drivers. But due to 
the many remaining obstacles, and the 
rate at which cars are replaced on the 
roadways worldwide, the transition to 
fully automated driving for a major-
ity of the public will take decades. The 
safety challenges of partially automat-
ed driving will be significant and, at 
least as of today, underestimated. We 
thus draw two sets of conclusions, one 
for drivers, one for car designers. 

Drivers. Because car automation 
systems will gradually increase in ca-
pability, drivers will still be required 
to pay full attention to the driving sit-
uation, even if they are not required 
to actually do anything. They may be 
required to take control under unan-

To help maintain 
driving skill, 
wakefulness,  
or attentiveness,  
car interfaces  
might periodically  
ask the driver  
to assume  
manual control. 
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address the many problems we have 
outlined here. Driver interfaces will 
need to simplify and make transparent 
the process of passing control of the ve-
hicle between driver and automation. 
The interface must further make clear 
the process of determining who or 
what is controlling the car and what the 
automation is doing and what it plans 
to do next. A particularly difficult inter-
face challenge presents itself when a 
driver attempts to engage an automa-
tion function that is not ready to be 
engaged. We have seen too many cases 
in which experienced well-trained pi-
lots pressed a button and assumed all 
would go according to plan, only to be 
surprised later. To help maintain driv-
ing skill, wakefulness, or attentiveness, 
car interfaces might periodically ask 
the driver to assume manual control. 

Given the great time and expense 
required to design and certify a new 
airplane, and the often-30-year peri-
ods between airline-equipment re-
freshes, the aviation industry remains 
limited in its ability to iteratively de-
velop and test new interface concepts. 
The car industry may have the luxury 
of being more exploratory in its design 
efforts and consider many more pos-
sible ways of combining human driver 
and car automation. 

Automation in the car is here. In 
the coming decades, we will all par-
ticipate in driving research as an enor-
mous uncontrolled experiment takes 
place on our streets and highways. 
But with proper care and design, we 
can help minimize accidents caused 
by the presence of automation, from 
too much trust, lack of attention, and 
atrophied skills. Lisanne Bainbridge 
of University College London pointed 
out in her classic 1983 paper “Iro-
nies of Automation,”2 “… the more 
advanced a control system is, so the 
more crucial may be the contribution 
of the human operator.” 	
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